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Abstract. In this paper we investigate the problem of supervised la-
tent modelling for extracting topic hierarchies from data. The supervised
part is given in the form of expert information over document-topic cor-
respondence. To exploit the expert information we use a regularization
term that penalizes the difference between a predicted and an expert-
given model. We hence add the regularization term to the log-likelihood
function and use a stochastic EM based algorithm for parameter estima-
tion. The proposed method is used to construct a topic hierarchy over
the proceedings of the European Conference on Operational Research
and helps to automatize the abstract submission system.
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1 Introduction

Probabilistic topic models are generally unsupervised generative models that
describe document content in large document collections. These models assume
that each document is associated with a set of hidden variables, called topics,
that indicate how the words within the document are generated. Formally, a
topic is a probability distribution over terms in a vocabulary. The two most
popular topic models are the Probabilistic Latent Semantic Indexing (PLSI) [6]
and the latent Dirichlet allocation (LDA) model [2] and their variants. The LDA
model consists of two types of probability distributions: a) distributions of topics
over documents and b) distributions of words over topics. After estimating the
model parameters over a training corpus, the obtained distributions of words
over topics can then be used to infer per-document topic distributions on unseen
documents. LDA has found applications in many areas ranging from document
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clustering, text categorization, ad-hoc information retrieval, to signal analyzes.
Several attempts have been made to extent PLSI and LDA to unsupervised
hierarchical topic modelling. In [5], Dirichlet processes are used to model different
levels of an hierarchy, while in [3] an extension of the PLSI model is proposed
by introducing additional probabilities corresponding to different levels of the
hierarchy.

In this paper, we address the problem of hierarchical topic modelling using
an expert information over the document-topic correspondence in the form of
a labeled document collection with a predefined hierarchical-structured topics.
The problem is hence to predict a topic model for a new document collection
using such past labeled information.

The application that we consider is the construction of an hierarchical topic
model for the ”European Conference on Operational Research” (EURO) contain-
ing over 3000 abstracts. The structure of the conference papers is shown in Fig-
ure 1. At the upper level there are 26 main areas, each of which contains about 10
streams. Each stream then contains about 10 sessions, and each session is formed
by four abstracts. The main areas correspond to the broad topics of the oper-
ational research field like Non-smooth optimization, timetabling, logistics, etc.

Fig. 1. Hierarchical structure of the conference

Every year the program
committee, constituted by
groups of experts, constructs
by hand such an hierarchy
for the submitted papers [7].
Each group is responsible for
the organization of a stream
or a set of streams. After the
abstract submission deadline
each group of experts starts
to fill a stream with unas-
signed abstracts and to form
sessions within a stream.
The practical goal of our re-
search is to construct an efficient structure from the supervised expert infor-
mation of the previous years using the topic modeling methodology. For that,
we consider the additive regularization of topic models (ARTM) [9]. In general,
this method finds topic-document and word-topic probabilities by optimizing a
log-likelihood quality measure with an additional regularization term. Here we
propose, a regularizer term that penalizes the difference between the predicted
and the expert-given topic models.

Compared to [8], where the prior probabilities are modified with respect to
the projections of document-topic vectors on the set of identified topics, here
we propose a unified formalism to measure the distance between the hierar-
chy trees by introducing a set of hyperparameters that describes the hierarchy
and summarizes penalizations on different hierarchy levels. The optimization of
the regularized likelihood is then carried out using a stochastic version of the
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Expectation-Maximization algorithm [6, 10]. The algorithm has a modified M-
step that takes into account the regularization term and samples a current topic
from the conditional distribution on a given word-document pair.

The structure of the paper is as follows. In Section 2, we present our frame-
work and a Bayesian interpretation of the proposed supervised topic model.
Section 3 presents its hierarchy extension and empirical results are shown in
Section 4. Finally, in Section 5 we discuss the outcomes of this study and give
some pointers to further research.

2 Supervised classification, flat case

Let D denote a collection of documents, di ∈ D, and W denote a vocabulary,
a set of terms describing the documents. Let T denote a set of topics such that
each document di may refer to a topic t(di) ∈ T . Let t1, ..., tn denote an initial
expert topic classification of the documents d1, ..., dn. The given sample consists
of the document-topic pairs, {di, ti}ni=1.

To construct a probabilistic model we use conditional independence assump-
tion. The collection D is generated from the distributions θtd = p(t|d) and φwt =
p(w|t) in the following way:

p(w|d) =
∑
t∈T

p(t|d)p(w|t).

To estimate the probabilities (θtd)t∈T,d∈D and (φwt)w∈W,t∈T , we consider the
PLSI approach [6], where the optimization problem consists in maximizing the
log-likelihood L(Φ,Θ) under non-negativity and normalization conditions:

Φ∗,Θ∗ = argmax
Φ,Θ

L(Φ,Θ) =
∑
d∈D

∑
w∈d

ndw ln
∑
t∈T

φwtθtd,

u.c. φwt > 0, θtd > 0, and
∑
w∈W

φwt = 1,
∑
t∈T

θtd = 1.
(1)

The PLSI model (1) does not take into account the initial topic classifica-
tion t1, ..., tn, we tackle the problem by introducing the expert-given topic labels
using a regularization term R(t, t̂) that measures the similarity between the
predicted and the expert-given topic vectors, t and t̂:

Φ∗,Θ∗ = argmax
Φ,Θ

L(Φ,Θ) + λR(t, t̂),

u.c. φwt > 0, θtd > 0, and
∑
w∈W

φwt = 1,
∑
t∈T

θtd = 1.
(2)

Where is λ the regularization parameter.
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Bayesian interpretation of the regularized PLSI. As stated in [4], a penalized
approach can be interpreted within the Bayesian framework. According to such
an interpretation, the penalized likelihood function corresponds to the a pos-
teriori density whereas the penalty is the density of the prior. The solution of
the maximization of the penalized likelihood of the model is then a maximum a
posteriori estimate of the parameters of interest. In our setting, adding a regu-
larization to the PLSI model means that we are setting the following prior for
the latent variables (θ, φ)

π(θ, φ) = C exp (λR(φ, θ)) (3)

where C > 0 is a normalizing constant.
Our corpus can then be assumed to be generated as follows :

– Step 1: Generate the whole set of the topic and of the matrix word–topic
(θ, φ) ∼ π where π is the distribution defined in 3.

– Step 2: for each document d and each word of the document
• Draw the nth topic twn ∼ mult(θtd)
• Draw the nth word wn with probability φwn,twn

.

Labeled classification. Let Z = ‖ztd‖ be a document-topic correspondence matrix
of size D × T such that

ztd = 1t̂d=t
.

Where 1π is the indicator function, equal to 1 if the predicate π holds and 0
otherwise. We define similarity R(t, t̂) as a matrix norm of difference between
matrices Θ and Z:

R(t, t̂) = −‖Θ − Z‖1.

This form of regularization leads us to the following optimization problem:

Φ∗,Θ∗ = argmax
Φ,Θ

∑
d∈D

∑
w∈d

ndw ln
∑
t∈T

φwtθtd + λ

(∑
d∈D

∑
t∈T

θtd(2ztd − 1)

)
,

φwt > 0, θtd > 0,
∑
w∈W

φwt = 1,
∑
t∈T

θtd = 1.

(4)

Parameter optimization: EM approach. To solve the optimization problem (4) we
use the Expectation-Maximization algorithm. To derive the explicit expectation
and maximization formulas we use theorem 1 from [9] that gives properties of
the local optimum of the general expression of (Eq. 2). Following this result
if R(t, t̂) is continuously differentiable then at the local maximum of R we have:

φwt ∝
(
nwt + φwt

λ∂R

∂φwt

)
+

, θtd ∝
(
ntd + θtd

λ∂R

∂θtd

)
+

. (5)

Note that in our problem the function R depends only of θtd variables, therefore
we will use only a second equation for θ.
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For the problem (4) we hence obtain the following formula for the M-step:

θtd =
ηtd∑

t∈T
ηtd

, ηtd =

∑
w∈d

ndw
φwtθtd∑

t∈T
φwtθtd

+ λθtd (2ztd − 1)


+

. (6)

Stochastic EM. To speed up the proposed EM algorithm we rather use its
stochastic version that is similar to the Gibbs sampling method for LDA [2]. The
approach consists in sampling a topic t from the estimated distribution p(t|d,w),
where the distribution of a topic t given w, d is given by a formula

p(t|d,w) ∝

 n̂wt
n̂t

n̂dt + λn̂dt(2ztd − 1)

nd + λ
∑
t∈T

n̂dt(2ztd − 1)


+

,

where

n̂dt =
∑
w∈d

ndw
φwtθtd∑

t∈T
φwtθtd

, n̂wt =
∑
d∈D

ndw
φwtθtd∑

t∈T
φwtθtd

, n̂t =
∑
w∈d

n̂wt.

3 Topics hierarchy

We extend the model by taking into account the expert-given hierarchy defined
on the set of topics. To model the hierarchical structure we introduce the fol-
lowing notations. Let us denote by T = T = T0 t ... t TL a set of topics, or
a set of vertices of a hierarchical tree, where the sets T0, ..., .TL denote disjoint
sets of topics at different levels of hierarchy. For further reading we consider a
two-level hierarchical structure. However, the proposed method can be used for
any number of levels.

For further convenience we introduce parent p(t) and children s(t) operators
defined as follows:

p(t) ∈ Tl−1 for t ∈ Tl, l = 1, ..., L,

s(t) ⊂ Tl+1 for t ∈ Tl, l = 0, ..., L− 1.

To define the loss function R(t, t̂) between topics we propose to measure a sum-
mary loss over the hierarchy levels:

R(t, t̂) =

L−1∑
l=0

r(pl(t), pl(t̂)).

Here the vertex t belongs to the lowest level of hierarchy, t ∈ TL, and pl(t) is the
l-th predecessor of the vertex t.

To measure the value of single loss r(ti, t̂i) on a document di we expand (Eq.
4) to the different hierarchy levels:

r(t, t̂) = |1t̂=t − θ
′
td|,
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where θ′td is defined for an arbitrary hierarchy level as follows:

θ′td =

θtd, t ∈ Tl,
1

#s(t)

∑
s∈s(t)

θ′sd, otherwise.

According to the introduced hierarchy addition we obtain the following modifi-
cation of the M-step formula (6):

ηtd =

∑
w∈d

ndw
φwtθtd∑

t∈T
φwtθtd

+ λ1θtd (2ztd − 1) + λ2θ
′
p(t)d

(
2zp(t)d − 1

)
+

. (7)

4 Empirical results

We use the proposed method to construct a topic model for the European Con-
ference on Operational Research. We use the collection of abstracts for the 2012
year. Each abstract contains less than 600 symbols, the collection contains 1342
abstracts, and vocabulary contains 1675 words after preprocessing. The prepro-
cessing stage includes removing stop words and lemmatization. Together with
the collection we used an initial expert-given conference structure as described
in introduction [1].

To show the hierarchical results we first need to choose the hyperparameters
λ1 and λ2 (Eq. 7). To do this we perform the following steps.

Fig. 2. Hierarchical model matching rates for different regularization values

1. Estimate model parameters for different sets of parameters λ1, λ2. We took
about 100 different parameter sets from the range λ1, λ2 ∈ [0, 1].
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2. For each set of parameters we obtain three values measuring the quality
of a hierarchical model: 1) the normalized number of documents matched
with the expert model within the areas na ∈ [0, 1], 2) the same for the
streams, ns ∈ [0, 1], 3) the value of perplexity.

3. We chose those regularization values λ1, λ2 that minimize the perplexity for
the values na > 0.8, ns > 0.5.

Figure 2 illustrates the mentioned steps. x- and y-axis correspond to the val-
ues na and ns, respectively. Each point corresponds to the different set of pa-
rameters λ1, λ2. The color of each point indicates the values of perplexity: the
darker the color, the higher the perplexity. The optimal point (of minimum per-
plexity with na > 0.8 and ns > 0.5) indicated by the triangle. The regularization
values for this point are λ1 = 0.15, λ2 = 0.2.

Fig. 3. Conference hierarchy matching

Figure 3 shows matching of hierarchical model for the EURO conference.
Each block corresponds to the main area such that the height of each block
indicates total number of documents belonging to the corresponding area due to
the expert-given model. Each block consists of the subblocks corresponding to
the streams; the length of the subblock indicates the size of the stream. The color
of each subblock indicates rate of documents ns matched with the expert-given
model: the more white is subblock, the better is the matching (ns is closer to
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1). According to our method we can specify stable and non-stable areas. We see
that good matched areas (mostly white-coloured) are ”Continiuos optimization”,
”Control theory” and ”Revenue management”, whereas bad-matched are, e.g.,
”Metaheuristics” and ”OR in health”.

5 Conclusion

We proposed a supervised hierarchical topic model, where the expert knowledge
is encompassed into a regularization term measuring the distance between the
predicted and the expert-given topic models. The optimization of the regular-
ized likelihood is then carried out using a stochastic version of the Expectation-
Maximization algorithm where the modified M-step takes into account the reg-
ularization term and samples a current topic from the conditional distribution
on a given word-document pair. Our experiments on the EURO proceedings
showed that the proposed topic model is able to find expert-given topics, with
high perplexity.
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